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| Part A: Vocabulary

Directions: Choose the word or the phrase (1), (2), (3), or (4) that best completes each
sentence. Then mark your answer sheet.

Police officers should be commended for their service to the community.

1) benevolent 2) harsh 3) hasty 4) peculiar
Despite her arguments, the candidate attracted an enthusiastic following.
1) plausible 2) wholesome 3) specious 4) thorough

Toni has been to achieve musical recognition for the past ten years.

1) prevailing 2) displaying 3) appreciating 4) striving
Thousands of families came here seeking from the civil war.

1) remedy 2) refuge 3) remnant 4) rebellion

Many persons in the were awakened by the blast, and some were thrown from
their beds.

1) thrill 2) urbanity 3) vicinity 4) fatigue

I cannot believe that your parents would such rude behavior.

1) endorse 2) hinder 3) postpone 4) seclude
Although I had already broken most of her dishes, Jacqueline was enough to
continue letting me use them.

1) thrifty 2) indigent 3) financial 4) magnanimous
Even when someone has been found innocent of a crime, the often remains.
1) endeavor 2) stigma 3) urge 4) quest

I was badly scared when the explosion made the whole house .

1) vacillate 2) resurge 3) decline 4) quake

The poison produced by the frog’s skin is so that it can paralyze a bird or a
monkey immediately.

1) pungent 2) swift 3) lethal 4) treacherous

| Part B: Cloze Passage

Directions: Read the following passage and decide which choice (1), (2), (3), or (4) best fits

each space. Then mark your answer sheet.

Air pollution has always accompanied civilizations. Pollution started from the prehistoric
times when man created the first fires. According to (11) in the journal Science, “soot
(12) on ceilings of prehistoric caves provides ample evidence of the high levels of
pollution that was associated with (13) " The forging of metals appears to be a key
turning point (14) significant air pollution levels outside the home. Core samples of
glaciers in Greenland indicate (15) in pollution associated with Greek, Roman and
Chinese metal production, but at that time the pollution was comparatively less and could be
handled by nature.

1)a 1983 article 2) article for 1983 3) a 1983" article 4) article in 1983

1) was found 2) having found 3) found 4) to be found

1) inadequate ventilating open fires 2) inadequate ventilation of open fires

3) open fires inadequate ventilation 4) open fires in inadequate ventilation

1) for creation in 2) in creation for 3) in the creating for 4) in the creation of

1) increases 2) increased 3) the increasing 4) they increased
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PART C: Reading Comprehension

Directions: Read the following three passages and answer the questions by

choosing the best choice (1), (2), (3), or (4). Then, mark the correct choice on
your answer sheet.

16-

17-

18-

Passage 1:

Given a table of data, we may decide to use only a subset of the tabular points to determine
our approximation. When we analyze the error in polynomial exact-matching approximation,
we will see that the error at any evaluation argument depends upon the number of points we
use, the choice of points, and derivatives of the functions being approximated. It will often be
the case that too many as well as too few points will result in an approximation of low
accuracy.

If one knows beforehand which data points are to be used in an approximation, the
barycentric form of Lagrange approximation provides a reasonable method for computation. In
most cases. however, one does not know how many points will provide either the best
approximation or an approximation of desired accuracy, because the function f being
approximated is either not analytically known or too complicated to use to compute and
evaluate derivatives of high order. We need a formulation that produces approximations using,
successively, one data point, two data points, and so on, and that allows us to determine the
optimum number of points during the computation. The Lagrange method is not satisfactory
for this purpose because if we have used it to compute the approximation through N + 1 points,
a great deal of new work is required to evaluate the polynomial with a single point added. Each
old Lagrange polynomial must be multiplied by a factor in both the numerator and the
denominator and a new Lagrange polynomial term corresponding to the new data point must be
computed. An alternative approach, the Newron divided-difference formulation, avoids this
difficulty. The approach is based on attempting to write a series like the Taylor series that will
permit us to increase the degree of the approximating polynomial by simply adding a term to
the preceding approximation, where that term depends on a derivative of the function being
approximated. If we have only a table of arguments and function values, we do not have
available values for the derivative but these can be approximated using finite differences of the
data values.

Uning a large number of points ------------ ,

1) can lead to exact results

2) leads to a high accuracy

3) may lead to a poor approximation

4) is preferred to using a small number of points

High order derivatives ---------- A

1) can never be computed

2) may not be easy to compute

3) can easily be computed using enough data

4) are approximated using Lagrange approximation

Lagrange approximation is ------------- for successive addition of data paints.
1) inappropriate 2) quite efficient 3) recommended 4) the one to use
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The use of divided differences for computing interpolating polynomials of higher degrees

1) incurs new difficulties

2) is as good as Lagrange method

3) can lead to a different interpolating polynomial

4) is preferred to Lagrange method, when points are added successively

Interpolating polynomials can be constructed by ---------- ;

1) the Lagrange method only 2) the Newton method only

3) using high order derivatives 4) both the Lagrange and the Newton methods
Passage 2:

Electric circuits are an obvious example where interconnections between objects play a
central role. Circuit elements like transistors, resistors. and capacitors are intricately wired
together. Such circuits can be represented and processed within a computer in order to answer
simple questions like "Is everything connected together?" as well as complicated questions like
"If this circuit is built, will it work?" Here. the answer to the first question depends only on the
properties of the interconnections (wires), while the answer to the second requires detailed
information about both the wires and the objects that they connect.

Another example is "job scheduling." where the objects are tasks to be performed, say in a
manufacturing process, and interconnections indicate which jobs should be done before others.
Here. we might be interested in answering questions like "When should each task be
performed?"

A graph is a mathematical object that accurately models such situations. In this chapter,
we’ll examine some basic properties of graphs, and in the next several chapters we’ll study a
variety of algorithms for answering questions of the type posed above.

Actually. we’ve already encountered graphs in previous chapters. Linked data structures are
actually representations of graphs. and some of the algorithms we’ll see for processing graphs
are similar to algorithms we’ve already seen for processing trees and other structures. For
example, the finite-state machines of Chapters 19 and 20 are represented with graph structures.

Graphs --------- .

1) can be used to formulate every problem

2) are not appropriate for formulating most problems

3) can be used to formulate connections between objects

4) can only be used as data structures for simple problems

Graphs are processed ----------,

1) by finite—state machines

2) using linked data structures

3) by using algorithms on certain data structures

4) by natural formulations of objects and connections between them

To determine when a task should be performed in a scheduling problem, ----------,

1) a graph may be used as a data atructure 2) processing of a tree is needed

3) an electric circuit may be handy 4) a finite—state machine should be constructed
Linked data structures -------------,

1) are tree structures 2) cannot represent graphs

3) are ineffective structures 4) can be used to formulate many problems
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Transistors, resistors, and capacitors are -------------,

1) used to monitor computer processing

2) appropriately represented by graph structures to be processed within a computer
3) artificially designed to have graph representations

4) prime examples of objects having disconnected structures within a computer

Passage 3:

The only exceptions occur when the rotation is through 360° (with eigenvectors everywhere)
or through 180°. In the 180" case, the plane of the equator is filled with eigenvectors: every
direction in this plane is exactly reversed, and the eigenvalue is -1. This equatorial plane is a
case of a "two-dimensional eigenspace"; the single eigenvalue A = -1 has two independent
eigenvectors, and therefore a plane of eigenvectors.

In some ways this is a good example, in other ways not. For one thing, eigenvalues are not
generally =1 vectors are usually stretched or shrunk. More important, this was a rotation of
three-dimensional space R’, but except for 180° and 360°, there was only one line of
eigenvectors and we expect to find three. In an application to differential equations, we would
need three different special solutions to match the initial conditions; one eigenvalue and one
eigenvector are not enough. The way to find the other two is to admit the imaginary number i.
If there are too few solutions in the real world R?, we look in the space C* of vectors with
complex components. Allowing complex numbers, any # by n matrix will have n eigenvalues.

The real substance of this chapter, however, lies somewhere else. The most important thing
to be done is to explain how a system of equations is decoupled by finding the eigenvectors.
These eigenvectors are the "normal modes" of the system, and they act independently. We can
watch the behavior of each eigenvector separately, and then combine these normal modes to
find the solution. To say the same thing in another way, the underlying matrix has been
diagonalized.

The equator is filled with eigenvectors, because ------------

1) it has -1 as an eigenvalue 2) it has two independent eigenvectors

3) it is a two dimensional space 4) 1 is not one of its eigenvalues

In an application to differential equetions, one eigenvalue and one eigenvector are not
enough ------------ %

1) to satisfy the initial conditions

2) to derive the initial conditions

3) because at least one special solution is needed
4) to have more than one special solution

A system of equations may be solved by ---------- the eigenvectors.

1) decoupling 2) using 3) separating 4) normalizing
The space of vectors with complex entries are needed in order to ----——------ >

1) separate the eigenvectors 2) allow for real eigenvalues

3) identify the required eigenvalues 4) normalize the eigenvectors

In the rotation of three-dimensional space, ----------- .

1) three eigenvectors are needed to be identified

2) only one line of eigenvectors is enough, because the space is real
3) the three needed eigenvectors lie on one line of eigenvectors

4) three eigenvectors are imagined, but not required
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